
332:345:01 – Final Exam Review Topics – Fall 2018

• All review topics for Exams 1 & 2. Attached at end.

• Fourier series for complex-valued and real-valued periodic signals.

• Parseval identities for Fourier series.

• Gibbs phenomenon and its fix.

• Discrete-time periodic signals and their DFS. Connection to the DFT. CalculatingN-point DFTs
and IDFTs using the N×N DFT matrix, for N = 2,3,4,8 (the case N = 4 can be done quickly
by hand by a 4-point FFT as described in class.)

• DFT frequencies in units of rads/sample or in Hz, Nth roots of unity on z-plane, solving
equations of the form, zN = a, for any complex number a.

• Sampling continuous-time signals, collecting N time samples, and determining if these sam-
ples can be represented by an inverseN-point DFT expansion (typical DFT lengths,N = 4–16.)

• Filtering of continuous-time periodic signals through LTI systems. Determining the steady-
state periodic output and the transient non-periodic part.

• Filtering of discrete-time periodic signals through discrete-time LTI systems. Calculating the
steady-state periodic output via a DFT and IDFT, and also determining the transient part.

• Fourier transform and its inverse, definition and properties.

• Applying Fourier transform properties, including duality.

• Parserval identities for Fourier transforms.

• Discrete-time Fourier transforms and their inverses.

• Fourier transform filtering applications. Designing ideal filters (CT or DT) and determining
their outputs for given inputs.

• Determining zero-state outputs of continuous-time or discrete-time LTI systems using Fourier
transforms, including the transient and steady output parts. Verifying the solutions using
Laplace or z-transform methods.

• Fourier transform applications in communications. AM modulation.

• Sending pulses through bandlimited channels and working out the received output signals.
Distortion effects of channels, such as pulse broadening.

• Connection of the DTFT to the DFT, mod-N wrapping.

• Circular convolution and its computation by: (i) DFT methods, and (ii) ordinary linear convo-
lution followed by mod-N wrapping (see example in set9.)

Practice Problems:

Class notes: set7, set8, set9, as well as the class notes for exams 1 & 2.
You may skip the following set9 problems: 4, 5, 6, 28, 29, 30, 31, 32, 33



332:345 – Exam-1 Review Topics – Fall 2018

• Concepts of linearity and time-invariance. Examples of nonlinear and non-time-invariant sys-
tems.

• Differential equation descriptions of linear systems and their solutions. Separation of solution
into “zero-state” plus ”zero-input” parts, or, into “homogeneous” plus “forced” solutions.

• Deriving the differential equation descriptions of simple RC/RLC circuits involving resistors,
inductors, and capacitors. Use of voltage-divider method.

• Typical signals such as delta functions, unit-steps, rectangular and triangular pulses, sinu-
soids. Approximation of delta-functions by ordinary functions.

• Convolution. Derivation from linearity and time-invariance.

• Causal versus non-causal systems and signals. Stability (BIBO) of LTI systems.

• Convolving two signals of simple shapes, such as rectangular or triangular pulses, or exponen-
tial signals. Basic method is to set up two inequalities for the variables t′ and t− t′ appearing
in the convolution formula y(t)= ∫ h(t− t′)x(t′)dt′, and then solving them to find the range
of t, and the precise limits of integration over t′.

• Laplace transforms and their properties.

• Inverse Laplace transforms.

• Performing convolution via the Laplace transform.

• Sinusoidal response of stable LTI systems.

• Frequency response determined in two ways: (a) using Laplace transforms, (b) using the sinu-
soidal response concept.

• First-order and second-order transfer functions and corresponding impulse responses, and
differential equations.

• Solving the differential equations of LTI systems using Laplace transforms, including the case
of arbitrary initial conditions, (e.g., as in set2–set4).

• Solving the differential equations of LTI systems using the classical time-domain method of
guessing the forced solution, then adding a linear combination of characteristic modes, and
fixing the coefficients from the t = 0+ conditions.

Reading Materials:

All class material, solved problem sets 1–4, and SSTA textbook chapters 1–3.

Practice Problems:

Textbook homework sets assigned from above chapters.
Solved examples in set1–set4.
Sample exam problems (solutions are not available).
Complex numbers, Euler’s formula, partial-fraction expansions.



332:345 – Exam-2 Review Topics – Fall 2018

• All review topics and sample exam problems for Exam 1. The material is cumulative from the
start of the course, however, the emphasis will be on the material covered in class or assigned
for reading after the first exam. In particular, the focus will be on the following SSTA book
sections and class notes posted on Sakai > Resources > class notes:

– SSTA, Sections 7.1–7.11, 8.5, 8.6
– set5 - numerical examples and discretization methods for CT systems
– set6 - solved z-transform examples
– i2sp-ch4 - convolution (for DT systems)
– i2sp-ch5 - z-transforms
– i2sp-ch6 - transfer functions (first three sections only)
– i2sp-ch7 - digital filter realizations (first two sections only)

• Finite and infinite geometric series.

• z-transforms, definition, properties, region of convergence (ROC).

• z-transforms of causal periodic sequences.

• Signal generator filters for periodic sequences. Method: choose h(n) to be the periodic se-
quence to be generated, and form the difference h(n)−h(n − P), where P is the period (see
example questions below).

• Inverse z-transforms using long division followed by partial fraction expansion.

• Finding all possible inverse z-transforms x(n) of a given z-transform X(z), based on all pos-
sible ROCs, and identifying the stable and/or causal answers.

• z-domain conditions for stability and causality: (i) stable ROC is the one containing the unit
circle, (ii) causal ROC is the one to the outside of the largest pole circle.

• Reconciling stability with causality approximately when there are poles outside the unit circle.
Method: clip and delay. Estimating the approximation error.

• Digital frequency, Ω = ωT = 2πf/fs, in units of rad/sample, and frequency response H(Ω)
of a discrete-time system. Nyquist interval, −π ≤ Ω ≤ π, or, −fs/2 ≤ f ≤ fs/2.

• Steady-state sinusoidal response of discrete-time LTI systems.

• Sinusoidal and transient response when the input is a causal (or anticausal) sinusoid. Time
constants (e.g., 40-dB or 60-dB) for DT systems and their relationship to pole locations.

• Solving difference equations with initial conditions, e.g., loan amortization, Fibonacci numbers.

• Discretization methods of analog transfer functions, i.e., starting with analog Ha(s), obtain
discrete H(z). Methods: forward/backward Euler, trapezoidal/bilinear, and zero-order hold.

• Block diagram realizations, including parallel or cascade connections, and feedback systems.

• Direct (DF-1), canonical (DF-2), and transposed realizations (transposition rules).

• Deriving the transfer function of any block diagram by working out the ratio,H(z)= Y(z)/X(z).
• Converting any block diagram into a computational sample-by-sample processing algorithm,

and iterating the algorithm on any given input signal. Method: assign temporary variables (i.e.,
internal states) to delay registers.


