
332:345 – Linear Systems and Signals – Fall 2018

Set 9 – Fourier Transform Examples – S. J. Orfanidis

This set contains: (i) past exam problems, (ii) practice exam problems, and (iii) some problems
with additional theory supplementing the discussion in class. Please note that complete solutions
are not available.

The following notation is used in this set. For continuous-time signals, the Fourier transform
and its inverse are denoted by,

F(ω)=
∫∞
−∞
f(t)e−jωtdt � f(t)=

∫∞
−∞
F(ω)ejωt

dω
2π

(1)

Similarly, the frequency response of a linear system is the Fourier transform of its impulse response,

H(ω)=
∫∞
−∞
h(t)e−jωtdt � h(t)=

∫∞
−∞
H(ω)ejωt

dω
2π

(2)

Problems

1. Prove the duality property, which can be stated as follows: Given a Fourier transform pair,
f(t)←→ F(ω), then show that the following are also Fourier transform pairs:

F(−t)←→ 2πf(ω)

F(t)←→ 2πf(−ω)

2. Given the pair, f(t)←→ F(ω), prove the following properties of Fourier transforms listed on
the table attached at the end of this set (and also posted on Sakai Resources):

(a) reflection property: f(−t)←→ F(−ω)
(b) conjugation property: f∗(t)←→ F∗(−ω)
(c) Hermitian properties: f(t)= real←→ F∗(ω)= F(−ω)

f(t)= real & even in t ←→ F(ω)= real & even in ω

f(t)= real & odd in t ←→ F(ω)= imaginary & odd in ω

(d) delay property: f(t − t0)←→ e−jωt0F(ω)
(e) modulation property: ejω0tf(t)←→ F(ω−ω0)

(f) convolution property: y(t)= h(t)∗x(t)←→ Y(ω)= H(ω)X(ω)
(g) differentiation property: ḟ (t)←→ jωF(ω)
(h) time multiplication: tf(t)←→ jdF(ω)

dω

Moreover, prove the following properties:

ejω0tf(t − t0) ←→ e−j(ω−ω0)t0F(ω−ω0)

e−jω0tf(t + t0) ←→ ej(ω+ω0)t0F(ω+ω0)
(3)

As well as the integration property:∫ t
−∞
f(t′)dt′ ←→ 1

jω
F(ω)+F(0)πδ(ω)

Hint: think of the integral as the convolution of f(t) with the Heaviside unit-step function.
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3. Using only the transform pairs and properties listed on the table at the end of this set, work
out the Fourier or inverse Fourier transforms of the following cases, where uh(t) denotes the
Heaviside unit-step,

(a) f(t)= te−atuh(t) ⇒ F(ω)=?

(b) f(t)= e−atejω0tuh(t) ⇒ F(ω)=?

(c) f(t)= e−at cos(ω0t)uh(t) ⇒ F(ω)=?

(d) f(t)= e−at sin(ω0t)uh(t) ⇒ F(ω)=?

(e) F(ω)= e−j(ω−ω0)t0

a+ j(ω−ω0)
⇒ f(t)=?

(f) F(ω)= jω+ b
jω+ a ⇒ f(t)=?

(g) F(ω)= j(ω−ω0)+b
j(ω−ω0)+a ⇒ f(t)=?

(h) F(ω)= j(ω−ω0)+b
j(ω−ω0)+a e

−j(ω−ω0)t0 ⇒ f(t)=?

(i) F(ω)= e−a|ω−ω0| ⇒ f(t)=?

(j) f(t)= e−a|t−t0| ⇒ F(ω)=?

(k) f(t)= cos(ω0t)
sin(ωct)
πt

, ω0 > ωc ⇒ F(ω)=?

(l) f(t)= t20
t20 + t2

⇒ F(ω)=?

(m) f(t)= te−t2/2σ2 ⇒ F(ω)=?

(n) F(ω)= cos

(
ω2

2β

)
, β = real ⇒ f(t)=?

(o) F(ω)= sin

(
ω2

2β

)
, β = real ⇒ f(t)=?

(p) f(t)= cos

(
βt2

2
− π

4

)
, β = real, ⇒ F(ω)=?

(q) F(ω)= 4

(3+ jω)2+16
⇒ f(t)=?

(r) F(ω)= 3+ jω
(3+ jω)2+16

⇒ f(t)=?

(s) f(t)= cos(ω0t +φ), φ is a constant ⇒ F(ω)=?

4. Given the two Fourier pairs, f(t)←→ F(ω) and g(t)←→ G(ω), where f(t), g(t) are assumed
to be square-integrable, prove the following Parseval identities,∫∞

−∞

∣∣f(t)∣∣2dt =
∫∞
−∞

∣∣F(ω)∣∣2 dω
2π∫∞

−∞
f∗(t)g(t)dt =

∫∞
−∞
F∗(ω)G(ω)

dω
2π
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5. Given two square-integrable functions, f(t), g(t), prove the Cauchy-Schwarz inequality,∣∣∣∣∫∞−∞ f∗(t)g(t)dt
∣∣∣∣2

≤
∫∞
−∞
|f(t)|2dt ·

∫∞
−∞
|g(t)|2dt

with equality realized when g(t) is proportional to f(t).

Hint: Consider the following quantity which is non-negative for any complex λ,∫∞
−∞

∣∣f(t)−λg(t)∣∣2dt ≥ 0

into which replace λ by,

λ =

∫∞
−∞
f(t)g∗(t)dt∫∞

−∞
|g(t)|2dt

6. Given the Fourier pair, f(t)←→ F(ω), prove the uncertainty principle,

Δt ·Δω ≥ 1

2
(4)

where, Δt,Δω, are the normalized time and frequency spreads, or uncertainties, about two
arbitrary time and frequency shifts t0,ω0, defined by,

Δt =

⎡⎢⎢⎢⎣
∫∞
−∞
(t − t0)2

∣∣f(t)∣∣2dt∫∞
−∞

∣∣f(t)∣∣2dt

⎤⎥⎥⎥⎦
1/2

Δω =

⎡⎢⎢⎢⎣
∫∞
−∞
(ω−ω0)2

∣∣F(ω)∣∣2dω
2π∫∞

−∞

∣∣F(ω)∣∣2dω
2π

⎤⎥⎥⎥⎦
1/2

(5)

Hints: Prove the case, t0 =ω0 = 0, first, and then apply it on the pair of Eq. (3). For the proof,
assume that, t|f(t)|2 → 0, as t → ±∞, and integrate the following differentiation identity over
the interval, −∞ < t <∞, and use the assumed limit,

d
dt
(
t|f|2)= tf ḟ∗+t ḟf∗+|f|2 ⇒

∫∞
−∞
tf(t)ḟ∗(t)dt+

∫∞
−∞
t ḟ(t)f∗(t)dt+

∫∞
−∞
|f(t)|2dt = 0

Then, make use of the differentiation property of Problem 2, and the results of Problems 4
and 5, noting, for example, that,∣∣∣∣∫∞−∞ tf∗(t)ḟ(t)dt

∣∣∣∣2

≤
∫∞
−∞
t2|f(t)|2dt ·

∫∞
−∞
|ḟ (t)|2dt =

∫∞
−∞
t2|f(t)|2dt ·

∫∞
−∞
ω2|F(ω)|2dω

2π

The lower bound in Eq. (4) is realized when the above Cauchy-Schwarz inequality becomes an
equality, that is, when tf(t) and ḟ (t) become proportional to each other, e.g., ḟ (t)= −atf(t),
which implies a gaussian waveform, f(t)= Ae−at2/2, where A,a are constants, and a > 0. In
this case, we have,

f(t)= Ae−at2/2 ⇒ F(ω)= A
√

2π
a
e−ω

2/2a (minimum uncertainty waveforms)

Δt =
√

1

2a
, Δω =

√
a
2

⇒ Δt ·Δω = 1

2

3



7. Consider the two gaussian pulses of widths τ1 and τ2:

f1(t)= 1√
2πτ2

1

exp

(
− t2

2τ2
1

)
, f2(t)= 1√

2πτ2
2

exp

(
− t2

2τ2
2

)

(a) Working with Fourier transforms, show that the convolution of f1(t) and f2(t) is also a
gaussian pulse of the form:

f1(t)∗ f2(t)= 1√
2πτ2

exp

(
− t2

2τ2

)
(6)

and determine its width τ in terms of τ1, τ2.

Ans. τ =
√
τ2

1 + τ2
2

(b) Re-derive Eq. (6) by explicitly calculating the time-domain convolution without using
Fourier transforms.

Hint: you may use the following integral for B > 0:

∫∞
−∞
eAx−Bx

2/2dx =
√

2π
B
eA

2/2B.

8. Consider the two sinc-function pulses of widths τ1 and τ2:

f1(t)= sin(πt/τ1)
πt

, f2(t)= sin(πt/τ2)
πt

Working with Fourier transforms, show that the convolution of f1(t) and f2(t) is also a sinc-
pulse of the form:

f1(t)∗ f2(t)= sin(πt/τ)
πt

(7)

and determine its width τ in terms of τ1, τ2.

Ans. τ = max(τ1, τ2)

9. In this and the next problem, we consider the transmission of pulses through bandlimited
channels. The main observation is that if the signal bandwidth does not fit into the channel’s
bandwidth, then distortions are introduced, like pulse spreading. On the other hand, if the
channel bandwidth is wider than that of the pulse, then the pulse gets transmitted undis-
torted. A channel can be modeled as an LTI system with a frequency response H(ω) and
corresponding impulse response h(t),

x(t) −→ H(ω) −→ y(t)

An ideal bandlimited channel with bandwidth 2ωB has frequency and impulse responses,

H(ω)= rect2ωB(ω)=
⎧⎨⎩1 , |ω| ≤ωB

0 , |ω| > ωB
� h(t)= sin(ωBt)

πt
(8)

Consider a rectangular pulse of duration T sent over this channel,

x(t)=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 , |t| < 1

2T

0.5 , |t| = 1
2T

0 , |t| > 1
2T

(9)
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(a) Determine the spectrum X(ω) of x(t) and sketch it over the interval −2ω0 ≤ω ≤ 2ω0,
where ω0 = 2π/T. The spectrum X(ω) is not bandlimited, but it decays for large ω.

What would you take as the effective bandwidth of this pulse? Explain your reasoning.

(b) Show that the output signal y(t) from the channel of Eq. (8) is given by,

y(t)= 1

π

[
Si
(
ωB(t + 1

2T)
)
− Si

(
ωB(t − 1

2T)
)]

(10)

where Si(x) is the sine-integral function, which we encountered also in set8,

Si(x)=
∫ x

0

sinv
v

dv (11)

Show that the input of Eq. (9) can alternatively be expressed in terms of the sign-function,

x(t)= 1

2

[
sign

(
t + 1

2T
)
− sign

(
t − 1

2T
)]

(12)

which as we saw in set8 resembles y(t) for large ωB, except for the Gibbs ripples near
the edges. The graphs below compare x(t) and y(t) for the two cases mentioned at the
beginning, that is, when ωB < ω0 and when ωB > ω0.
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In digital communication systems, the input pulses represent bits 0,1, and are transmit-
ted at intervals of T seconds, that is, the transmitted stream of bits bn and the corre-
sponding received stream are represented by the signals

xtransm(t)=
∑
n
bn x(t − nT) −→ H −→ yrec(t)=

∑
n
bn y(t − nT)

Thus, if the output pulses have spread beyond their T duration as in the left graph above,
they will overlap, causing so-called intersymbol interference.

10. In the previous problem, the input pulse x(t)was chosen to be time-limited, and therefore, not
strictly bandlimited. Here, we look at the opposite case in which x(t) is strictly bandlimited,
and therefore, not time-limited. Consider the sinc-pulse of time-width τ ,

x(t)= sin(πt/τ)
πt

This pulse is sent through an ideal bandlimited channel of bandwidth ωB rads/sec that has
frequency response:

H(ω)= rect2ωB(ω)=
{

1 , |ω| ≤ωB

0 , |ω| > ωB

Let y(t) denote the output of the channel with the input x(t).
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(a) What would you say is the effective duration of x(t) expressed in terms of τ? Explain
your reasoning by making a rough sketch of x(t) versus t.

(b) Using Fourier transforms, show that if, ωB < π/τ, the output signal will be given by:

y(t)= sin(ωBt)
πt

How does the effective duration of y(t) compare to that of x(t)?

(c) Similarly, show that if, ωB ≥ π/τ, then the channel has no effect on that input, i.e.,

y(t)= x(t)

11. Determine the Fourier transform, F(ω), of the product,

f(t)= sin(ω1t)
πt

· sin(ω2t)
πt

assuming that, 0 < ω1 < ω2. Show that F(ω) is bandlimited in the interval, |ω| ≤ω1+ω2,
and sketch it over that frequency interval (see also SSTA Problem 5.56).

Hint: multiplication in time domain becomes convolution in frequency domain.

Ans. F(ω)= 1

2π
·

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2ω1 , |ω| ≤ω2 −ω1

ω2 +ω1 − |ω| , ω2 −ω1 < |ω| ≤ω2 +ω1

0 , |ω| > ω2 +ω1

12. A continuous-time LTI system has a double-sided impulse response:

h(t)= sin(2t)
πt

· 2 cos(3t) , −∞ < t <∞

Determine the frequency response H(ω) and sketch it versus ω. What sort of filter does it
represent (lowpass, highpass, bandpass, bandstop)?

Repeat the question for the more general expression, assuming, 0 < ωc < ω0,

h(t)= sin(ωct)
πt

· 2 cos(ω0t) , −∞ < t <∞ (13)

13. An ideal bandpass filter has frequency response,

H(ω)=
⎧⎨⎩1 , ωa < |ω| < ωb

0 , otherwise

where,ωa,ωb, are the left and right bandedge frequencies of the filter’s passband. Determine
the impulse response, h(t), and express it in real-valued form.

Can h(t) be represented in the form of Eq. (13), and if so, how are ωc,ω0 related to ωa,ωb?

Ans. h(t)= sin(ωbt)− sin(ωat)
πt

, ω0 = ωb +ωa

2
, ωc = ωb −ωa

2

6



14. An ideal bandstop, or band-reject, filter has frequency response,

H(ω)=
⎧⎨⎩0 , ωa < |ω| < ωb

1 , otherwise

where,ωa,ωb, are the left and right bandedge frequencies of the filter’s stopband. Make plot
of H(ω) vs. ω. Determine the impulse response, h(t), and express it in real-valued form.

Hint: Hbandstop(ω)= 1−Hbandpass(ω)

Ans. h(t)= δ(t)−sin(ωbt)− sin(ωat)
πt

15. A periodic square wave with duty-cycle one-half and period of one second is defined over one
period in terms of the Heaviside unit-step:

x(t)= u(t + 1
4

)− u(t − 1
4

)
, −1

2
≤ t ≤ 1

2

Show that its Fourier series expansion takes the following form (see set8 ):

x(t) = 1

2
+ 2

π

∞∑
k=1

sin
( 1

2πk
)

k
cos(2πkt)

= 1

2
+ 2

π

[
cos(2πt)−1

3
cos(6πt)+1

5
cos(10πt)−1

7
cos(14πt)+· · ·

] (14)

The signal x(t) is sent to the input of an ideal filter with impulse response,

h(t)= sin(5πt)
πt

· 2 cos(6πt) , −∞ < t <∞

Determine the frequency response of this filter,H(ω), and sketch it versusω, or, even better,
versus f in Hz. What sort of filter does it represent (lowpass, highpass, bandpass, bandstop)?

Then, determine the corresponding output signal y(t) for all t, and express it as a sum of
terms as in Eq. (14).

Hint: only a finite number of terms survive the filtering operation.

Ans. y(t)= 2

π

[
cos(2πt)−1

3
cos(6πt)+1

5
cos(10πt)

]

16. Consider the following signal,

x(t)= 1+ cos(2πt)+ sin(4πt)+ cos(5πt)+ sin(9πt) , −∞ < t <∞ (15)

where t is in seconds. This signal is sent to the input of an ideal filter with impulse response,

h(t)= δ(t)− sin(2πt)
πt

· 2 cos(5πt)

(a) Determine the frequency response of this filter, H(ω), and sketch it versus ω, or, even
better, versus f in Hz. What sort of filter does it represent (lowpass, highpass, bandpass,
bandstop)?
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(b) What are the frequencies of the signal x(t) in Hz? Make a sketch of the Fourier transform
of x(t) versus frequency f in Hz, including the negative frequencies.

(c) Determine the corresponding output signal y(t), for all t, and express it as a sum of
sinusoidal terms as in Eq. (15).

(d) Is the output signal y(t) periodic, and if so, what is its minimal period in seconds?

Ans. y(t)= 1+ cos(2πt)+ sin(9πt)

17. An ideal 90o phase shifter is a filter with impulse and frequency responses,

h(t)= 1

πt
� H(ω)= −j sign(ω)

Working with Fourier transforms, show that such a filter transforms a cosine waveform into
a sine waveform, and vice versa, that is, show the following filtering results, determining the
correct ± sign at the output,

cos(ω0t) −→ H −→ ± sin(ω0t)

sin(ω0t) −→ H −→ ± cos(ω0t)

where we may assume that ω0 > 0.

18. Consider the LTI system described by the following input/output differential equation:

ẏ(t)+y(t)= ẋ(t)+2x(t)

Working with Fourier transforms, determine the output y(t), for all t, for the following five
inputs, where u(t) denotes the Heaviside unit-step:

(a) x(t)= u(t)
(b) x(t)= 2e−3tu(t)
(c) x(t)= 2ejt u(t)
(d) x(t)= 2 cos t u(t)
(e) x(t)= 2 cos t , −∞ < t <∞

For the first four cases, verify the result using Laplace transforms, and for the fifth case, verify
it using the usual sinusoidal-response approach.

Hints: cos(ω0t)←→ πδ(ω−ω0)+πδ(ω+ω0) , u(t)←→ πδ(ω)+ 1

jω

cos(ω0t)u(t)←→ π
2
δ(ω−ω0)+π

2
δ(ω+ω0)+ jω

ω2
0 −ω2

u(t)←→ πδ(ω)+ 1

jω
, ejω0tu(t)←→ πδ(ω−ω0)+ 1

j(ω−ω0)

Ans. (a) y(t)= 2u(t)−e−tu(t)
(b) y(t)= e−tu(t)+e−3tu(t)

(c) y(t)= (3− j)ejtu(t)−(1− j)e−tu(t)
(d) y(t)= [3 cos t + sin t

]
u(t)−e−tu(t)

(e) y(t)= 3 cos t + sin t , −∞ < t <∞
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19. Using Fourier transforms or their inverses, determine the values of the following integrals
without actually performing the indicated integrations:∫∞

−∞
e−t

2/2τ2
dt ,

∫∞
−∞

sin(ωct)
πt

dt ,
∫∞
−∞

1

π
a

a2 +ω2
dω

20. With the help of your table of Fourier transforms (at the end of this set), determine the following
Fourier or inverse Fourier transforms:

f(t)= e−a|t−t0| + e−a|t+t0| ⇒ F(ω)=?

f(t)= t2e−t2/2 ⇒ F(ω)=?

F(ω)= jωe−ω2/2 ⇒ f(t)=?

F(ω)= 1

a+ j(ω−ω0)
+ 1

a+ j(ω+ω0)
⇒ f(t)=?

where t0,ω0 are constants and a > 0.

21. Consider a rectangular pulse of duration of τ seconds, and its Fourier transform,

f(t)= rectτ(t)=
⎧⎨⎩1, |t| < 1

2 τ

0, |t| > 1
2 τ

� F(ω)= τ sin(ωτ/2)
ωτ/2

and the double-sided infinitely-long sinusoid of frequency ω0, and its Fourier transform,

s(t)= cos(ω0t) � S(ω)= 1

2

[
2πδ(ω−ω0)+2πδ(ω+ω0)

]
and modulate the rectangular pulse by the sinusoid, that is,

g(t)= s(t)f(t)= cos(ω0t)·rectτ(t) , −∞ < t <∞

Determine the Fourier transform G(ω) of g(t) in two ways:

(a) By explicitly performing the frequency-domain convolution of S(ω) and F(ω).
(b) By invoking the modulation property of Fourier transforms.

(c) Repeat parts (a,b), replacing the real-valued sinusoid by the complex one, s(t)= ejω0t.

Ans. G(ω)= sin
(
(ω−ω0)τ/2)
ω−ω0

+ sin
(
(ω+ω0)τ/2)
ω+ω0

22. An alternative AC to DC converter consists of a modulator followed by a lowpass filter, as
shown below. The modulator multiplies the AC input signal, x(t)= cos(ω0t) with itself,
resulting in the squared output, f(t)= cos(ω0t)x(t)= cos2(ω0t). The signal f(t) is then
smoothed out into a DC signal by the lowpass filter. This is similar to a full-wave rectifier,
except f(t) is the square, cos2(ω0t), instead of the absolute value, | cos(ω0t)|.
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(a) Assuming that the lowpass filter has a real-valued impulse response, let H(ω) denote
its frequency response. Given the double-sided sinusoidal input, x(t)= cos(ω0t), show
that the Fourier transforms of the squared input f(t) and corresponding output y(t) of
the lowpass filter are given as follows, where H∗ denotes complex-conjugation,

F(ω) = πδ(ω)+π
2
δ(ω− 2ω0)+π

2
δ(ω+ 2ω0)

Y(ω) = πH(0)δ(ω)+π
2
H(2ω0)δ(ω− 2ω0)+π

2
H∗(2ω0)δ(ω+ 2ω0)

Hint: trig identity, cos(2θ)= 2 cos2 θ− 1.

(b) Using the above Fourier transforms, show that the corresponding double-sided time-
domain output y(t) will be,

y(t)= 1

2
H(0)+1

2
Re
[
H(2ω0)e2jω0t

]
, −∞ < t <∞ (16)

Moreover, provide an alternative proof of Eq. (16) by invoking the sinusoidal response
property for analog filters.

(c) Suppose that the lowpass filter is an ideal filter with cutoff frequencyωc and sinc impulse
response,

h(t)= sin(ωct)
πt

, −∞ < t <∞ (17)

What is the corresponding frequency response H(ω) in this case? Make a rough sketch
of it versus ω. How would you choose the cutoff frequency ωc in order for the output
y(t) to be a truly DC signal?

(d) Suppose that the lowpass filter is a first-order RC-type filter with causal impulse response,

h(t)= ae−at u(t) (18)

with positive parameter a > 0. Show that in this case, the output y(t) can be expressed
in the form,

y(t)= A+ B cos(2ω0t)+C sin(2ω0t) , −∞ < t <∞ (19)

and determine the coefficientsA,B,C in terms of a,ω0. It is required to choose the filter
parameter a such that the AC term in the output remain less than 0.1 % of the DC term,
that is, to guarantee the following condition for all t,∣∣∣∣B cos(2ω0t)+C sin(2ω0t)

A

∣∣∣∣ ≤ B+CA ≤ 10−3 , −∞ < t <∞ (20)

in which the coefficients A,B,C are positive numbers. Then, determine the value of a as
a multiple ofω0 that would satisfy this condition (since a is the cutoff frequency of this
filter, we expect that a� 2ω0.)

Ans. a ≈ 10−3 · 2ω0

23. The transmitter and receiver of an AM communication system are depicted below. The base-
band signal to be transmitted is f(t) and has Fourier transform F(ω) assumed to be bandlim-
ited in the interval |ω| ≤ωB.
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The modulated transmitted signal and its demodulated version at the receiver will be:

fAM(t) = cos(ωct)f(t)

g(t) = cos(ωct)fAM(t)

(a) Express the spectra of fAM(t) and g(t) in terms of the original spectrum F(ω) and make
a rough sketch of them versus ω, assuming that ωcωB.

(b) Discuss the need for the indicated lowpass filter (LPF) and explain how to pick its speci-
fications.

(c) Explain why the above system would fail if the receive-carrier cos(ωct) were to be re-
placed by sin(ωct), i.e., g(t)= sin(ωct)fAM(t), having a 90o phase difference compared
to the transmit-carrier. (In practice, any possible phase offset in the carrier signals is
compensated using a phase-locked loop.)

[Hint: trig identity, 2 cos(α)cos(β)= cos(α+ β)+ cos(α− β) .]

24. The following Fourier pair for the Lorentzian/Cauchy pulse was discussed in class:

f(t)= 1

π
a

a2 + t2 ←→ F(ω)= e−a|ω| (21)

where a > 0 is a measure of the width of the time signal. The domains of f(t) and F(ω) are
−∞ < t <∞ and −∞ < ω <∞, respectively.

(a) Showing all work, determine the time signal g(t) that has the following Fourier transform,
where t0 is a given constant:

G(ω)= cos(ωt0)e−a|ω|

(b) Showing all work, determine the time signal g(t) that has the following Fourier transform,
where ω0 is a given constant:

G(ω)= 1

2

[
e−a|ω−ω0| + e−a|ω+ω0|]

25. Using a combination of the delay and modulation properties, and showing all work, determine
the Fourier transform G(ω) of the following time signal, where t0,ω0 are given constants:

g(t)= ejω0t 1

π
a

a2 + (t − t0)2

26. Show that the convolution of two Lorentzian pulses is also a Lorentzian pulse, i.e., show that,(
1

π
a1

a2
1 + t2

)
∗
(

1

π
a2

a2
2 + t2

)
= 1

π
a

a2 + t2

and determine its width a in terms of a1, a2. [Hint: work with Fourier transforms.]

Ans. a = a1 + a2
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27. The Lorentzian pulse f(t) of Eq. (21) is sent through a band-limited channel of bandwidthωB.
The channel has an ideal frequency response defined by,

H(ω)=
⎧⎨⎩1 , |ω| < ωB

0 , |ω| > ωB

Working with Fourier transforms, show that the output signal y(t) has the following form:

y(t)= 1

π
A+ Bt sin(ωBt)+C cos(ωBt)

a2 + t2 (22)

and determine the constants A,B,C in terms of a,ωB. What is the limit of y(t) as ωB →∞?

Using the time-multiplication and modulation properties applied to the pair of Eq. (21), de-
termine the Fourier transform of the expression in Eq. (22), and show that, as expected, it is
equal to the product, H(ω)e−a|ω|.

Ans. y(t)= 1

π
a+ e−aωB t sin(ωBt)−ae−aωB cos(ωBt)

a2 + t2

Y(ω)= e−a|ω| + 1

2
e−aωB

[
sign(ω+ωB)e−a|ω+ωB| − sign(ω−ωB)e−a|ω−ωB|

]
−

− 1

2
e−aωB

[
e−a|ω+ωB| + e−a|ω−ωB|

]
,

from which it follows that, Y(ω)= H(ω)e−a|ω| =
⎧⎨⎩e−a|ω| , |ω| < ωB

0 , |ω| > ωB

28. The raised-cosine filter is used very widely in digital data transmission systems. Its frequency
response is bandlimited and is defined by,

H(ω)=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1 , |ω| ≤ωc −Δ
1

2

[
1+ cos

(
π
2Δ

(|ω| −ωc +Δ
))]

, ωc −Δ ≤ |ω| ≤ωc +Δ

0 , |ω| > ωc +Δ

where Δ < ωc. It has a flat response over the interval |ω| ≤ ωc − Δ, and beyond that, it
tapers to zero following a cosine curve. It is depicted below.

By direct calculation of the inverse Fourier transform integral, show that the impulse response
of this filter is given by,

h(t)= sin(ωct)
πt

· cos(tΔ)
1− 4t2Δ2/π2

What is its value at t = 0 and at t = ±π/2Δ?

12



Hints: To do the Fourier integral, first note that because H(ω) is even in ω, the integral
simplifies into,

h(t)= 1

2π

∫∞
−∞
H(ω)ejωtdω = 1

π

∫∞
0
H(ω)cos(ωt)dω

Then, split the integral as follows,

h(t)= 1

π

∫ωc−Δ

0
H(ω)cos(ωt)dω+ 1

π

∫ωc+Δ

ωc−Δ
H(ω)cos(ωt)dω

Show that the first term is:
sin
(
(ωc −Δ)t

)
πt

and the second,
4t2Δ2 sin

(
(ωc −Δ)t

)+π2 cos(ωct)sin(tΔ)
πt(π2 − 4t2Δ2)

You may use the indefinite integral:∫
cos(ax)cos(bx)dx = sin

(
(a+ b)x)

2(a+ b) + sin
(
(a− b)x)

2(a− b)

29. The square–root raised-cosine filter is probably the most widely used pulse shaping filter in
digital communication systems. Its frequency response is bandlimited and is defined by,

P(ω)=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1 , |ω| ≤ωc −Δ

cos
(
π
4Δ

(|ω| −ωc +Δ
))
, ωc −Δ ≤ |ω| ≤ωc +Δ

0 , |ω| > ωc +Δ

where Δ < ωc. It has a flat response over the interval |ω| ≤ ωc − Δ, and beyond that, it
tapers to zero following a cosine curve. It is depicted below.

(a) Verify that P(ω) is the square root of the raised-cosine filterH(ω) defined in the previ-
ous problem, i.e., show that, P(ω)= √H(ω), for all ω.

(b) By direct calculation of the inverse Fourier transform integral, show that the impulse
response of this filter is given by,

p(t)=
sin
(
(ωc −Δ)t

)+ 4tΔ
π

cos
(
(ωc +Δ)t

)
πt ·

[
1−

(
4tΔ
π

)2
] (23)
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(c) Show that its value at t = 0 is,

p(0)= πωc + (4−π)Δ
π2

and that its value at t = ±π/(4Δ) is,
√

2Δ
2π2

[
(π− 2)cos

(
πωc

4Δ

)
+ (π+ 2)sin

(
πωc

4Δ

)]
Hints: Split the integral as follows,

p(t)= 1

π

∫ωc−Δ

0
P(ω)cos(ωt)dω+ 1

π

∫ωc+Δ

ωc−Δ
P(ω)cos(ωt)dω

Show that the first term is:
sin
(
(ωc −Δ)t

)
πt

and the second,

4Δ
π2
·

cos
(
(ωc +Δ)t

)+ 4tΔ
π

sin
(
(ωc −Δ)t

)
1−

(
4tΔ
π

)2

Then, obtain Eq. (23) by adding up these two terms.

30. Pulse Compression.† Consider the linear-FM-modulated chirped pulse,

E(t)= f(t)ejω0t+j ω̇0 t2/2

where f(t) is a pulse of effective duration of T seconds. Define the effective bandwidth due to
FM modulation by ωB = ω̇0T, or in units of Hz, B =ωB/2π. A pulse compression filter that
compresses the pulse E(t) into a new pulse of compressed effective duration of Tcompr = 1/B
is defined by its frequency and impulse responses:

Hcompr(ω)= ej(ω−ω0)2/2ω̇0 � hcompr(t)=
√
jω̇0

2π
ejω0t−jω̇0t2/2

Such filter is known as a quadrature-phase filter. The output of this filter is the compressed
signal obtained by convolving the input E(t) with the filter’s impulse response:

Ecompr(t)=
∫∞
−∞
hcompr(t − t′)E(t′)dt′ E(t)−→ Hcompr −→ Ecompr(t)

Let F(ω) be the Fourier transform of the pulse envelope f(t). By explicit manipulation of the
convolution integral, show that the output signal is expressible in terms of F(ω) by,

Ecompr(t)=
√
jω̇0

2π
ejω0t−jω̇0t2/2 F(−ω̇0t)

where the last factor is the Fourier transform F(ω) with ω replaced by −ω̇0t.

†see Papoulis’ article on Sakai > Resources > reference papers, as well as Ch. 3 & 20 in, S. J. Orfanidis, Electromagnetic
Waves and Antennas, 2016, available online, https://www.ece.rutgers.edu/ orfanidi/ewa/.
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31. Apply the above result to the following four cases for the envelope f(t), for which you have
explicit expressions for F(ω):

(a) f(t) = rectT(t)=
⎧⎨⎩1 , |t| ≤ 1

2 T
0 , otherwise

(b) f(t) = e−t2/2T2

(c) f(t) = e−|t|/T

(d) f(t) = T2

T2 + t2
where in all cases f(t) is normalized to unity at t = 0.

In each case, derive the corresponding output Ecompr(t) of the pulse-compression filter and
show that, indeed, it has an effective duration of the order of Tcompr = 1/B, where B is in Hz,
so that, ωB = 2πB.

Verify also that in all cases the effective height of the compressed pulse is increased due to a
factor of

√
BT.

Ans. (a) E(t)= rectT(t)ejω0t+jω̇0t2/2 −→ Ecompr(t)=
√
jBT ejω0t−jω̇0t2/2 sin(πBt)

πBt

(b) E(t)= e−t2/2T2
ejω0t+jω̇0t2/2 −→ Ecompr(t)=

√
2πjBT ejω0t−jω̇0t2/2 e−ω

2
Bt2/2

(c) E(t)= e−|t|/T ejω0t+jω̇0t2/2 −→ Ecompr(t)= 2
√
jBT ejω0t−jω̇0t2/2 1

1+ω2
Bt2

(d) E(t)= T2

T2 + t2 e
jω0t+jω̇0t2/2 −→ Ecompr(t)= π

√
jBT ejω0t−jω̇0t2/2 e−ωB|t|

ωB = 2πB , ω̇0 = ωB

T
= 2πB

T

For case (a), we note that the effective width of the compressed pulse is Tcompr = 1/B (as
measured at the 4-dB level). Moreover, the height of the peak is boosted by a factor of

√
BT.

Fig. 1 shows a numerical example with the parameter values T = 30 and B = 4 (in arbitrary
units), and ω0 = 0. Here, the time-bandwidth product is, BT = 120. The left graph plots the
real part of E(t), and the right graph is the real part of Ecompr(t), where because of the factor√
j, the peak reaches the maximum value of

√
BT/

√
2 ≈ 7.75.

The compressed pulse has a narrow mainlobe but also substantial sidelobes, which are down by
about 13 dB. The sidelobes can be reduced by applying a window to the time-domain envelope.
For example, using a length–T Hamming window w(t), which affords a suppression of the
sidelobes by 40 dB, we may replace f(t) by,

fw(t)= w(t)f(t)
where the (un-normalized) Hamming window is defined as,†

w(t)= 1+ 2α cos
(

2πt
T

)
, −T

2
≤ t ≤ T

2

where 2α = 0.46/0.54, or, α = 0.4259. The effect of time-domain window on the compressed
signal can be implemented in a straightforward fashion using delays. Writing w(t) in expo-
nential form, we have,

w(t)= 1+α[e2πjt/T + e−2πjt/T]
†This definition of w(t) differs from the ordinary Hamming window by a factor of 0.54, and we use it only for plotting

convenience.
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Fig. 1 FM pulse and its compressed version, with T = 30, B = 4, ω0 = 0.

The spectrum of, fw(t)= w(t)f(t)=
(
1+αe2πjt/T +αe−2πjt/T) f(t), will be as follows, us-

ing the modulation property of Fourier transforms,

Fw(ω)= F(ω)+αF(ω− 2π/T)+αF(ω+ 2π/T)

Thus, the envelope of the compressed signal will be:

Fw(−ω̇0t)= F(−ω̇0t)+αF(−ω̇0t − 2π/T)+αF(−ω̇0t + 2π/T)

Noting that, ω̇0t ± 2π/T = 2(πBt ±π)/T, it follows that the compressed output will be:

Ecompr(t) =
√
jBT ejω0t−jω̇0t2/2

[
sin(πBt)
πBt

+α sin(πBt +π)
πBt +π +α sin(πBt −π)

πBt −π
]

=
√
jBT ejω0t−jω̇0t2/2 [sinc(Bt)+α sinc(Bt + 1)+α sinc(Bt − 1)]

(24)

where sinc(x)= sin(πx)/πx. Fig. 2 shows the Hamming windowed chirped pulse and the
corresponding compressed output computed from Eq. (24).

The price to pay for reducing the sidelobes is a somewhat wider mainlobe width. Measured at
the 4-dB level, the width of the compressed pulse is Tcompr = 1.46/B, as compared with 1/B
in the unwindowed case.
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Fig. 2 Hamming windowed FM pulse and its compressed version, with T = 30, B = 4.
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32. Consider a second-order analog audio parametric equalizer filter, with magnitude response,

|H(ω)|2 = G
2
0(ω2 −ω2

0)2+G2α2ω2

(ω2 −ω2
0)2+α2ω2

(25)

and transfer function,

H(s)= Gαs+G0(s2 +ω2
0)

s2 +αs+ω2
0

, α =
√√√√G2

B −G2
0

G2 −G2
B
Δω (26)

whereG,G0, GB are the peak, reference, and bandwidth gains,ω0 is the center frequency, and
Δω is the bandwidth measured at level GB. We note also that the left and right bandedge
frequencies, Δω =ω2 −ω1, must satisfy the constraint, ω1ω2 =ω2

0.

(a) Prove the necessity of the results,

ω1ω2 =ω2
0 and α =

√√√√G2
B −G2

0

G2 −G2
B
Δω

Hint: the bandedge frequencies ω1,ω2 are the positive solutions of the equation:

|H(ω)|2 = G
2
0(ω2 −ω2

0)2+G2α2ω2

(ω2 −ω2
0)2+α2ω2

= G2
B

which is quartic in ω, but quadratic in the variable, x =ω2.

(b) Often the bandwidth gain is defined to be the geometric mean of the peak and reference
gains, that is, GB = (GG0)1/2. Show that this choice corresponds to the arithmetic mean
of the gains in dB units. (The dB gains are defined by GdB = 20 log10(G), etc.)

(c) Set G0 = 1. For the above geometric-mean choice for GB, show that an equalizer of boost
gain GdB at center frequency ω0 and width Δω, is the exact inverse of an equalizer with
a cut gain by an equal an opposite amount −GdB at the same center frequency and width,
i.e., show that the corresponding boost and cut transfer functions will be related by,

Hboost(s)Hcut(s)= 1

(d) Set G0 = 1. For the above geometric-mean choice for GB, show that the equalizer corre-
sponding to peak gain G and center frequency ω0 and width Δω is given by:

H(s)= s2 +ΔωG1/2s+ω2
0

s2 +ΔωG−1/2s+ω2
0

You may use this result to prove part (c).

(e) Consider again the more general version of the equalizer given by Eq. (26). In audio work
the bandwidth is usually expressed in octaves, that is, a bandwidth of sayB octaves means
that the ratio of the upper and lower bandedge frequencies is given by

ω2

ω1
= 2B ⇒ B = log2

(
ω2

ω1

)
= octave bandwidth of the interval [ω1,ω2]

Using the fact thatω2ω1 =ω2
0, show that the actual bandwidth Δω in units of rads/sec

is related to the octave bandwidth B by

Δω = 2ω0 sinh
(

1

2
B ln(2)

)
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33. For the following Fourier pairs, and arbitrary real-valued parameters t0,ω0, and a > 0, cal-
culate the time and frequency uncertainties, Δt,Δω, as defined in Eq. (5), and verify that the
uncertaingy inequality Eq. (4) is satisfied:

(a) f(t)= e−a|t| , F(ω)= 2a
a2 +ω2

, Ans. Δt =
√
t20 +

1

2a2
, Δω =

√
ω2

0 + a2

(b) f(t)= 1

π
a

a2 + t2 , F(ω)= e−a|ω| , Ans. Δt =
√
t20 + a2 , Δω =

√
ω2

0 +
1

2a2

(c) f(t)= e−t2/2a2 , F(ω)= √2πae−a2ω2/2 , Ans. Δt =
√
t20 +

a2

2
, Δω =

√
ω2

0 +
1

2a2

34. Consider an LTI system with an impulse response, h(t)= 10e−2tu(t).

(a) Determine its transfer function, H(s), and its frequency response, H(ω).
(b) The following double-sided sinusoidal signal is sent to the input of this system,

x(t)= 1+ 2 cos(t) , −∞ < t <∞ , x(t)−→ H −→ y(t)
Working with Fourier transforms, determine the steady-state sinusoidal output signal
y(t), and express it in the real-valued form,

y(t)= A+ B cos(t)+C sin(t)

What are the values of the coefficients A,B,C and how did you determine them?

(c) Repeat part (a) for the following double-sided sinusoidal signal,

x(t)= 1+ 2 cos(t)+3 sin(4t)

Working with Fourier transforms, determine the steady-state sinusoidal output signal
y(t), and express it in the real-valued form,

y(t)= A+ B cos(t)+C sin(t)+D cos(4t)+E sin(4t)

What are the values of the coefficients A,B,C,D,E and how did you determine them?

(d) Next, the following double-sided input and double-sided output signals are observed from
the same system,

D cos(4t)+E sin(4t) H−→ 5 cos(4t)

Working with Fourier transforms, determine the values of the constants D,E for this to
be observed.

Ans. (a) X(ω)= 2πδ(ω)+2πδ(ω− 1)+2πδ(ω+ 1) , H(ω)= 10

2+ jω
Y(ω)= H(ω)X(ω)= 2πH(0)δ(ω)+2πH(1)δ(ω− 1)+2πH(−1)δ(ω+ 1)=

= H(0)2πδ(ω)+H(1)2πδ(ω− 1)+H(−1)2πδ(ω+ 1)=
= 10πδ(ω)+(4− 2j)2πδ(ω− 1)+(4+ 2j)2πδ(ω+ 1) ⇒

y(t)= 5+ 2 Re
[
(4− 2j)ejt

] = 5+ 8 cos(t)+4 sin(t)

(b) y(t)= 5+ 8 cos(t)+4 sin(t)+3 sin(4t)−6 cos(4t)

(c) x(t)= cos(4t)−2 sin(4t) H−→ 5 cos(4t)
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Discrete-Time Problems

This part contains problems related to the DTFS, DTFT, DFT, as well as other discrete-time prob-
lems, such as linear convolution, circular convolution and its relationship to the DFT, transfer func-
tions, frequency responses, and impulse responses, z-transforms and partial-fraction expansions,
filtering of periodic sequences and deriving the transient and steady-state outputs.

Additional similar problems are included in the exam-2 review packet, and in set8 class notes,
as well in the i2sp chapter-9 handout (especially sections 9.2, 9.4–9.6, 9.9.1).

1. A filter has the following causal and periodic impulse response:

h(n)= [1, 0, 1, 1︸ ︷︷ ︸
one period

, 1, 0, 1, 1︸ ︷︷ ︸, 1, 0, 1, 1︸ ︷︷ ︸, . . . ]
where the dots represent the repetition of the basic period [1,0,1,1].

(a) Determine the transfer functionH(z) of this filter and express it as ratio of polynomials
in the variable z−1. Show all work.

(b) Then, carry out a partial fraction expansion in the form,

H(z)= R1

1− p1z−1
+ R2

1− p2z−1
+ R3

1− p3z−1
+ R4

1− p4z−1

and determine the numerical values of the poles and residues, pi,Ri, i = 1,2,3,4.

(c) Using the above partial fraction expansion, perform an inverse z-transform on H(z)
and derive an alternative expression for h(n) in the following form with real-valued
coefficients A,B,C,

h(n)= A+ B(−1)n+C sin
(
πn
2

)
, n ≥ 0

and determine the numerical values of A,B,C. Justify all steps. [Note: To get full credit,
you must use the partial fraction expansion of part (b) to find A,B,C.]

Hint:
z−1

1+ z−2
= 1

2j

[
1

1− jz−1
− 1

1+ jz−1

]
.

2. The N-point DFT of a length-N signal can be thought of as a matrix transformation of the
form,

Xk =
N−1∑
n=0

e−2πjkn/Nx(n) , k = 0,1, . . . ,N − 1 (27)

Write a one-line anonymous MATLAB function called dft that computes Eq. (27). It must have
syntax,

X = dft(N,x)

where, x,X, are the N-dimensional column vectors of the time samples x(n), and DFT values
Xk, respectively. Its defining line must begin as follows,

dft = @(N,x) ... % it can also be done with one argument, dft = @(x) ...

Hint: An anonymous MATLAB function for the DFT matrix was discussed in class.
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3. The inverse of anN-point DFT of e length-N signal can be thought of as a matrix transformation
of the form,

x(n)= 1

N

N−1∑
k=0

e2πjnk/NXk , n = 0,1, . . . ,N − 1 (28)

Write a one-line anonymous MATLAB function called idft that computes Eq. (28). It must have
syntax,

x = idft(N,X)

where, X,x, are theN-dimensional column vectors of the DFT values Xk, and the time samples
x(n), respectively. Its defining line must begin as follows,

idft = @(N,X) ... % it can also be done with one argument, idft = @(X) ...

Hint: An anonymous MATLAB function for the DFT matrix was discussed in class.

4. The 4-point DFT of a period-4 periodic signal is,⎡⎢⎢⎢⎣
X0

X1

X2

X3

⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣

12
2− 2j

4
2+ 2j

⎤⎥⎥⎥⎦
(a) Perform an inverse DFT in matrix form (or, by FFT) to determine the numerical values of

the time samples, [x0, x1, x2, x3], of one period of the time signal.

(b) Before computing the inverse DFT, did you expect the time samples, [x0, x1, x2, x3], to be
necessarily real-valued? Why or why not necessarily?

(c) For the given DFT, use the inverse DFT formula to express the periodic time signal x(n)
as a linear combination of real-valued sinusoidal signals of the form,

x(n)= A+ B cos(πn)+C cos
(
πn
2

)
+D sin

(
πn
2

)
and determine the numerical values of A,B,C,D. Verify that your expression generates
the correct time samples computed in part (a).

Ans. x = [5,3,3,1] , x(n)= 3+ cos(πn)+ cos
(
πn
2

)
+ sin

(
πn
2

)

5. A discrete-time periodic signal of period 4 is given by,

x(n)= [2, 1, 2, −1︸ ︷︷ ︸
one period

, 2, 1, 2, −1︸ ︷︷ ︸, 2, 1, 2, −1︸ ︷︷ ︸, · · · ]
(a) Calculate the 4-point DFT of one period using the 4×4 DFT matrix (or, a 4-point FFT).

(b) Since the signal x(n) is real-valued, what are the hermitian-conjugation symmetry prop-
erties expected among the calculated DFT values, X0, X1, X2, X3 ?. And does your result
in part (a) satisfy them?

(c) Using the calculated DFT into the inverse DFT formula, express the periodic time signal
x(n) as a linear combination of real-valued sinusoidal signals of the form,

x(n)= A+ B(−1)n+C cos
(
πn
2

)
+D sin

(
πn
2

)
and determine the numerical values of A,B,C,D. Verify that your expression generates
the correct time samples given above.

Ans. X = [4 , −2j , 4 , 2j] , x(n)= 1+ (−1)n+ sin
(
πn
2

)
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6. A stable, but not necessarily causal, discrete-time LTI system has frequency response,

H(Ω)= 1− 8e−jΩ + e−2jΩ

1− 4.25e−jΩ + e−2jΩ

(a) What is the transfer function H(z) and its ROC?

(b) Determine the impulse response h(n) of this system.

Ans. h(n)= δ(n)+4nu(−n− 1)+(0.25)nu(n)

H(z)= 1− 8z−1 + z−2

1− 4.25z−1 + z−2
= 1+ 1

1− 0.25z−1
− 1

1− 4z−1
, ROC: 0.25 < |z| < 4

7. Consider the following analog time signal where t is in milliseconds,

x(t)= 1+ 2 sin(2πt)+3 cos(4πt)+4 cos(8πt) , −∞ < t <∞
(a) What are the (positive and/or negative) frequencies present in this signal in kHz?

(b) Determine the Fourier transform X(ω) of this signal, and sketch it versus physical fre-
quency f , for −∞ < f <∞, where f is in kHz.

(c) This signal is sampled at a rate of fs = 8 kHz and 8 samples are collected, that is, the
samples x(nT), n = 0,1,2, . . . ,7, where T is the sampling time interval, T = 1/fs.
Without numerically calculating these time samples, and without performing any DFT
calculations, determine the 8-point DFT of this signal by comparing the sampled signal
with the inverse DFT formula.

Ans. X = [8,−8j,12,0,32,0,12,8j]

See also Example 13 of set8.

8. A discrete-time periodic signal of period 4 is given by, for n ≥ 0,

x(n)= [5, 3, 3, 1︸ ︷︷ ︸
one period

, 5, 3, 3, 1︸ ︷︷ ︸
one period

, 5, 3, 3, 1︸ ︷︷ ︸
one period

, · · · ]
(a) Calculate the 4-point DFT of one period using the 4×4 DFT matrix.

(b) Using the calculated DFT of part (b) into the inverse DFT formula, express the periodic
time signal x(n) as a linear combination of real-valued sinusoidal signals of the form,

x(n)= A+ B cos(πn)+C cos
(
πn
2

)
+D sin

(
πn
2

)
and determine the numerical values of A,B,C,D. Verify that your expression generates
the correct time samples given above.

(c) The periodic signal x(n) is sent to the input of the filter with transfer function,

H(z)= 1

2

(
1+ z−2)

Show that the steady-state output will have the following form,

y(n)= A′ + B′ cos(πn)+C′ cos
(
πn
2

)
+D′ sin

(
πn
2

)
and determine the coefficients A′, B′, C′,D′ in terms of A,B,C,D. Then, calculate one
period of the output signal, i.e., the numbers, y(n), for n = 0,1,2,3.
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(d) Explain why the input/output difference equation of the above filter is, in the time domain,

y(n)= 1

2

[
x(n)+x(n− 2)

]
(29)

Assuming that the given periodic input x(n) starts at n = 0, and using Eq. (29), calculate
the complete output signal y(n) due to the first two periods of the input, and identify the
transient and steady parts of the output. Explain any discrepancies of the steady part
from that calculated in (c).

(e) Repeat parts (c,d), if the filter is taken to be,

H(z)= 1

2

(
1− z−2) , with I/O equation, y(n)= 1

2

[
x(n)−x(n− 2)

]
(f) Determine the impulse responses h(n), for all n, of the two filters in parts (c,d). Explain

your reasoning.

Ans. X = [12, 2− 2j, 4, 2+ 2j]

x(n)= 3+ (−1)n+ cos
(
πn
2

)
+ sin

(
πn
2

)
(b) : H(Ω)= 1

2
(1+ e−2jΩ)= has zeros at Ω = ±π/2, and unity gain at Ω = 0 and Ω = π

H(0)= H(π)= 1, H
(±1

2
π
) = 0 ⇒ A′ = A, B′ = B, C′ = D′ = 0

Yk = H(Ωk)Xk = [H(Ω0)X0, H(Ω1)X1, H(Ω2)X2, H(Ω3)X3]= [12, 0, 4, 0]

y(n)= IDFT(Yk)= 3+ (−1)n= [4,2,4,2︸ ︷︷ ︸,4,2,4,2︸ ︷︷ ︸, · · · ]
(c) : h = [0.5,0,0.5] , y = conv(h,x)= [2.5,1.5,4,2,4,2,4,2,1.5,0.5]

first two and last two outputs are the input on and input off transients

periods should match from 4th output onwards (why?)

(e) : H(Ω)= 1

2
(1− e−2jΩ)= has zeros at Ω = 0 and Ω = π, and unity gain at Ω = ±π/2

H(0)= H(π)= 0, H
(±1

2
π
) = 1 ⇒ A′ = B′ = 0, C′ = C, D′ = D

y(n)= cos
(
πn
2

)
+ sin

(
πn
2

)
= [1,1,−1,−1︸ ︷︷ ︸,1,1,−1,−1︸ ︷︷ ︸, · · · ]

h = [0.5,0,−0.5] , y = conv(h,x)= [2.5,1.5,−1,−1,1,1,−1,−1,−1.5,−0.5]
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9. Circular convolution example. Consider the FIR filter h(n) and finite input signal x(n), defined
as column vectors,

h = [1, 2, −1, 1]T , x = [1, 1, 2, 1, 2, 2, 1, 1]T

Calculate the mod–4 circular convolution of h and x by the following five methods:

(a) Calculate the linear convolution, y = h ∗ x, using the convolution table. Then, wrap it
mod–4, that is,

ỹ =+h∗ x

(b) Re-calculate ỹ using the following procedure: (i) wrap x mod–4, (ii) calculate its linear
convolution with h, and (iii) wrap the result mod–4.

(c) Re-calculate ỹ using the following procedure: (i) calculate the 4–point DFT, say, X, of the
mod–4 wrapped version of x that you found in the previous part, (ii) calculate the 4–point
DFT of the filter h which is already of length 4, i.e., H = DFT(h), (iii) multiply the DFTs
pointwise, i.e., in MATLAB notation, Y = H .∗X, and (iv) calculate the inverse 4–point DFT
of the result, i.e., ỹ = IDFT(Y), so that,

ỹ = IDFT
[
DFT(h).∗DFT(x̃)

]
but use 4-point FFTs, done by hand, to calculate all the required DFTs, i.e.,

ỹ = IFFT
[
FFT(h).∗FFT(x̃)

]
Recall that IDFTs can be computed as though they were DFTs using the rule,

IDFT(Y)= 1

N
[
DFT(Y∗)

]∗
(d) Repeat method (c), but calculate all the required DFTs in matrix form, using the 4×4 DFT

matrix.

(e) Repeat method (d), but calculate all the required DFTs in matrix form applied to the
original input signal x, not its wrapped version x̃, that is, you must use the 4×8 DFT
matrix to calculated the DFT of x, the 4×4 one to calculate the DFT of h, as well as the
4×4 one for the final IDFT.

Ans. all the operations are illustrated in MATLAB with comments below.

h = [1 2 -1 1]’; % length-4 FIR filter
x = [1 1 2 1 2 2 1 1]’; % length-8 input signal

y = conv(h,x) % linear convolution of h and x
% length Ly = Lx + Lh - 1 = 8 + 4 - 1 = 11

% y’ =
% 1 3 3 5 3 7 4 3 3 0 1

% -----------------------------------------------------------
% method (a) - calculate linear convolution and wrap it mod-4
% -----------------------------------------------------------
B = buffer(y,4) % divide y in length-4 sub-blocks

% B =
% 1 3 3 --> 1+3+3 = 7
% 3 7 0 --> 3+7+0 = 10
% 3 4 1 --> 3+4+1 = 8
% 5 3 0 --> 5+3+0 = 8

yc = sum(B,2) % add the sub-blocks, i.e., across rows
% yc = mod-4 circular convolution of h and x
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% yc’ =
% 7 10 8 8

% ------------------------------------------------------------------------
% method (b) - calculate linear convolution of wrapped x and wrap it mod-4
% ------------------------------------------------------------------------
xt = sum(buffer(x,4),2) % divide x in length-4 sub-blocks and add them up

% xt = mod-4 wrapped version of x
% xt’ =
% 3 3 3 2

y1 = conv(h,xt) % linear convolution of h and xt

% y1’ =
% 3 9 6 8 4 1 2

yc = sum(buffer(y1,4),2) % divide y1 in length-4 sub-blocks and add them up
% yc = circular convolution of h and x

% yc’ =
% 7 10 8 8

% -----------------------------------------------------------
% method (c) - apply DFT method on wrapped x and h using FFTs
% -----------------------------------------------------------
X = fft(xt) % 4-point DFT of wrapped x
H = fft(h) % 4-point DFT of h
Y = H.*X % 4-point DFT of y or ytilde

% X =
% 11.0000 + 0.0000i
% 0.0000 - 1.0000i
% 1.0000 + 0.0000i
% 0.0000 + 1.0000i
% H =
% 3.0000 + 0.0000i
% 2.0000 - 1.0000i
% -3.0000 + 0.0000i
% 2.0000 + 1.0000i
% Y =
% 33.0000 + 0.0000i
% -1.0000 - 2.0000i
% -3.0000 + 0.0000i
% -1.0000 + 2.0000i

yc = ifft(Y) % inverse 4-point DFT
% yc = circular convolution of h and x

% yc’ =
% 7 10 8 8

% -----------------------------------------------------------------
% method (d) - apply DFT method on wrapped x and h using DFT matrix
% -----------------------------------------------------------------
A = fft(eye(4)) % 4x4 DFT matrix

% alternatively, as constructed in class,
% N=4; k = (0:N-1)’; n = (0:N-1);
% A = exp(-2*pi*j*k*n/N);

% A =
%
% 1 1 1 1
% 1 -j -1 j
% 1 -1 1 -1
% 1 j -1 -j

X = A*xt % 4-point DFT of x
H = A*h % 4-point DFT of h
Y = H.*X % 4-point DFT of y
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% X =
% 11.0000 + 0.0000i
% 0.0000 - 1.0000i
% 1.0000 + 0.0000i
% 0.0000 + 1.0000i
% H =
% 3.0000 + 0.0000i
% 2.0000 - 1.0000i
% -3.0000 + 0.0000i
% 2.0000 + 1.0000i
% Y =
% 33.0000 + 0.0000i
% -1.0000 - 2.0000i
% -3.0000 + 0.0000i
% -1.0000 + 2.0000i

yc = 1/4 * conj(A*conj(Y)) % inverse 4-point DFT
% using IDFT(X) = 1/N * conj( DFT(conj(X)) )
% yc = circular convolution of h and x

% yc’ =
% 7 10 8 8

% --------------------------------------------------------------
% method (e) - apply DFT method directly on the original x and h
% --------------------------------------------------------------

% since x has length 8, we need to construct the 4x8 DFT matrix
A8 = [A,A]; % 4x8 DFT matrix = concatenation of two 4x4 DFT matrices

% in general, the NxL DFT matrix can be constructed as follows
% illustrated here for N=4, L=8,
% k = (0:N-1)’; n = (0:L-1);
% A = exp(-2*pi*j*k*n/N);

% A8 =
% 1 1 1 1 1 1 1 1
% 1 -j -1 j 1 -j -1 j
% 1 -1 1 -1 1 -1 1 -1
% 1 j -1 -j 1 j -1 -j

X = A8*x % 4-point DFT of x
H = A*h; % 4-point DFT of h
Y = H.*X ; % 4-point DFT of y

% X =
% 11.0000 + 0.0000i
% 0.0000 - 1.0000i
% 1.0000 + 0.0000i
% 0.0000 + 1.0000i
% H =
% 3.0000 + 0.0000i
% 2.0000 - 1.0000i
% -3.0000 + 0.0000i
% 2.0000 + 1.0000i
% Y =
% 33.0000 + 0.0000i
% -1.0000 - 2.0000i
% -3.0000 + 0.0000i
% -1.0000 + 2.0000i

% X, H, Y are the same as in methods (c,d)

yc = 1/4 * conj(A*conj(Y)) % inverse 4-point DFT
% yc = circular convolution of h and x

% yc’ =
% 7 10 8 8
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10. Consider a discrete-time LTI system with an impulse response, h(n)= 5(0.5)nu(n).

(a) Determine its transfer function, H(z), and its frequency response, H(Ω).

(b) The following double-sided sinusoidal signal is sent to the input of this system,

x(n)= 1+ 2 cos
(
πn
2

)
, −∞ < n <∞ , x(n)−→ H −→ y(n)

Working with Fourier transforms, determine the steady-state sinusoidal output signal
y(n), and express it in the real-valued form,

y(n)= A+ B cos
(
πn
2

)
+C sin

(
πn
2

)
What are the values of the coefficients A,B,C and how did you determine them?

(c) Next, the following double-sided input and double-sided output signals are observed from
the same system,

A cos
(

3πn
2

)
+ B sin

(
3πn

2

)
H−→ 10 cos

(
3πn

2

)
Working with Fourier transforms, determine the values of the constants A,B for this to
be observed.

(d) Consider the following causal input signal,

x(n)= 2 cos
(
πn
2

)
u(n)− sin

(
πn
2

)
u(n)

Using z-transforms, determine the full causal output signal y(n), identifying the transient
and steady-state parts. If the transient or the steady part is not present, then, please
provide a z-domain explanation of why this happened.

Ans. (a) H(z)= 5

1− 0.5z−1

(b) y(n)= 10+ 8 cos
(
πn
2

)
+ 4 sin

(
πn
2

)
(c) x(n)= 2 cos

(
3πn

2

)
+ sin

(
3πn

2

)

(d) X(z)= 2(1− 0.5z−1)
1+ z−2

, Y(z)= H(z)X(z)= 10

1+ z−2
= pole-zero cancellation

y(n)= 10 cos
(
πn
2

)
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